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Abstract-We investigate the design of a multiple input 
multiple output (MIMO) channel sounder appropriate for the 
broadband fixed wireless access (FWA) scenario. To this end 
a 4 transmit 4 receive antenna system was simulated in order 
to investigate the effect of equipment imperfections on the 
estimation of channel parameters, for example, K-factor, 
power delay profile (PDP), antenna correlation coefficients 
(ACC) and signal angle of arrival (AOA). The channel 
employed in the simulation is based on the SUI-3 model [8]. 
The accuracy of the channel estimation results is dependent 
upon the frequency offset between the phase lock loop (PLL) 
reference oscillators used at the transmitter and receiver. 
Consequently, high cost rubidium reference sources are 
usually used since they can reduce the frequency offset to 
almost zero owing to their frequency stability (aging) of 
about per year [13], equivalently, ppm per year. 
We wish to determine how much frequency offset can be 
tolerated before the estimation results become unacceptable. 
To this end we have conducted extensive system simulations 
that have revealed that acceptable accuracy can be achieved 
using relatively low performance and therefore inexpensive 
reference sources. 
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I. INTRODUCTION 
Channel models are essential for the analysis and simulation 
of wireless systems. To have efficient baseband designs for 
communication systems, we need to have accurate channel 
characteristics. A channel sounder should provide accurate 
and high resolution measurement data for the purpose of 
developing realistic simulation models. However, in order to 
reduce cost and complexity, most commercial multiple input 
multiple output (MIMO) channel sounders use a single, time-
division multiplexing (TDM) switching scheme [1]. As a 
result, frequency offset as well as phase noise effects will 
introduce some inaccuracy into the measurement results. The 
purpose of the investigation conducted here is to quantify the 
effects due to frequency offset. 
 
The MIMO channel sounder to be developed is intended for 
vector channel sounding in outdoor fixed wireless access 

(FWA) environments in the 3.5 GHz band using a 4 transmit-4 
receive i.e., a 4 4× multiple antenna configuration. The 
transmitter and receiver are frequency and time synchronized 
using a training sequence (TSEQ) sent from the transmitter. 

Following TSEQ, particular known data sequences are 
transmitted in order that the channels between individual 
antenna pairs may be measured. After capturing the complex 
baseband raw data in real time, the data is stored for off-line 
post-processing. The post-processing software takes the stored 
data to estimate the required channel parameters, for example 
multi-path delay spread, power delay profile (PDP), angle of 
arrival (AOA), K-factors, and the antenna cross-correlation 
coefficients (ACCs). 
 
There are a number of publications concerning FWA channel 
modeling, but those which address channel sounder 
impairments are still quite rare. However, the effects of phase 
noise on the accuracy of MIMO channel capacity 
measurements was investigated in [2], and the impact of 
imperfect system response on rms delay spread measurements 
at 2.6 GHz using a 2 8×  MIMO wireless channel sounder was 
analyzed in [3]. 
 
In this paper, we present simulation results concerning the 
effects of frequency offset on the estimation of channel 
parameters using a test channel based on the SUI-3 model. 
The results of this investigation will serve as a reference 
during the development of the actual channel sounder. In 
section II, we briefly describe the arrangement of the channel 
sounder, the wideband channel models employed in the 
simulations and the estimation techniques used in the off-line 
post-processing. In section III we introduce frequency offset 
into the simulation model. The accuracy of the estimation 
results as a function of the frequency stability of the reference 
clocks will be presented and discussed in section IV. The 
paper is concluded in section V. 

II. SIMULATION MODEL 

A. MIMO Channel Sounder Structure 
The structure of our TDM MIMO channel sounder is depicted 
in Fig.1. 
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The access point (AP) and subscriber unit (SU) are each 
connected to an array of four antennas through switches SW1 
and SW2 respectively. The AP periodically transmits a 
training sequence (TSEQ) followed by a number of Multi-
Element Sounding (MES) sequences. For the sounder, 
four MES sequences are sent, yielding the structure shown in 
Fig.2. 
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Fig.2 MES sequence structure for the transmission scheme 
The MES sequence consists of four data sounding sequences 
each separated by guard intervals. The data sounding 
sequence elements (D1 to D4) are each transmitted by the 
specified antenna. These sequences are unique and have been 
selected to have good auto- and cross- correlation properties 
[11]. The guard intervals (G1 to G4) are used to mitigate the 
effects of multi-path propagation and also to provide time for 
the AP to switch antennas prior to transmission of the next 
data sequence. Each data sequence has 128 symbols and the 
guard interval is 150 symbols long. Note that the transmission 
symbol rate is 10Mbps and the receiver sampling frequency is 
40MHz giving 512 samples for the TSEQ and data sequences 
and 600 samples for the guard intervals at the receiver. The 
SU receives one MES sequence before switching to the next 
receive antenna. The TSEQ is used by the SU to obtain 
frequency and timing synchronisation. It is the effect on 
estimation performance of the frequency offset remaining 
after synchronisation which is our concern here.  

B. Wideband Channel Model 
In this section, we describe the wideband channel simulation 
model. The signals at the AP transmit antenna array are 
denoted 
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where sm(t) is the signal at the mth antenna connector. 
Likewise, the signals at the SU receiver antenna array are the 
components of the vector  
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The wideband MIMO radio channel can be expressed as  
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is a complex matrix which describes the linear transformation 
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Fig.1 Structure of a TDM MIMO Channel Sounder 
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between the transmit and receive antenna array at delay lτ , 
where l

mng is the complex transmission coefficient from the 
mth AP transmit antenna to the nth SU receive antenna. It can 
be seen that a tapped delay line model has been used to 
represent the L resolvable delay paths in each channel. We 
also assume that the average power of the transmission 
coefficients is identical for a given delay, so 

{ }2l
l mnP E g=            (5) 

for all [ ] [ ]1 R Tn ∈
s are uncorrelated from one delay to anothe

, 2,...,   and 1, 2,...,N m M∈ and the 
coefficient r, so 
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where ,a b denotes the correlat n oeffici  

 we evaluate the 

 Channel 
t y which we 

ke into 

io  c ent between a and
b. These assumptions satisfy the requirement described in [7], 
i.e., the fading in the individual channel should have low 
cross-correlation and the mean power available from each 
channel should be almost equal. The channel parameters used 
are those demanded by the SUI-3 model [8]. 
  

e use this channel simulation model whenW
performance of the channel impulse response (CIR) and 
Power Delay Profile (PDP) estimation algorithms which are 
implemented in the off-line post-processing software 
described in [9]. We also modified the off-line post-
processing software for use with the MIMO system, and 
further developed it to estimate the correlation coefficients 
between antennas and also the angle of arrival (AOA). This 
will be described in the next section.  

C. Simulation of Antenna Correlated
In his section, we introduce the technique b
include the effect of antenna correlation in the channel model. 
We then introduce our approach for estimating AOA. 
 

here are a number of assumptions that we have to taT
consideration when introducing antenna correlation into the 
channel model. Since we are using the SUI-3 model, there are 
three taps corresponding with the three resolvable paths. 
Firstly, we assume that equivalent taps in all channels have 
equal power: 

[ ]2 2 2 , 1, 2,3xl yl lσ σ σ= = ∈l                 (7) 
where, l denotes the tap numb  and y note th

n 

er and x de e AP 
and SU antenna indices respectively.We also assume that 
paths (i.e., taps) with different delays are uncorrelated withi
a channel as well as between channels, 
i.e.: ( ){ } [ ]* 0,  where , 1,2,3E h t h k l k lρ = = ∀ ≠ ∈ .(8) xy xk yl



Lastly, we assume that the matrix co
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lation coefficients is symmetrical. i.e.,: xy yxρ ρ= . 

We can then represent all correlation coefficients for all 
antenna pairs at both transmitter and re ngceiver usi  two 
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We also propose an enhanced model which introduces angular 
nformation into the ACCs using equation (9) for the Rayleigh 

correlation matrices, namely Rtx and Rrx respectively where,  
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channel [4], and equation (10) for the Rician channel [5]. The 
Rayleigh model that we used was based on [15]. 
Consequently, the correlation coefficient between each pair of 
antennas depends upon AOA, antenna spacing and angular 
spread. So, 
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where, θ  is mean angle of arrival andϕ is the angular spread 
of the associated scattering

t
 cluster. 

Note tha  equation (9) is valid providedϕ is small [4]. As we 
have applied the Gaussian Angle of Arrival (GAA) model, 
which is a special case for Gaussian Wide Sense Stationary 
Uncorrelated Scattering (GWSSUS) model [16], the AOA is 
assumed to be Gaussian distributed with a certain angular 
spread,ϕ . 
 
For the SUI-3 model, the ratio between the dominant power 
and the cats tering power, known as K- factor is 1 for the LOS 
path (i.e., the first path) and 0 for the remaining non-LOS 
(NLOS) paths. Therefore, we need to modify (9) and (10) 
such that they take the K-factor into consideration. For the 
LOS path, the dominant power, Pd and scattering power, Ps 
are equally split since K = 1. Therefore, the correlation 
coefficient for the LOS path is 

1
1 1
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K
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1 2NLOS NLOS Rayleighρ ρ ρ= = . This is so because K 
= 0 for the two NLOS components. A detailed derivation of 

f correlation coeffic

way of implementing the correlated channel, using the 

Kronecker produ

these two types o ients can be found in 
[11]. With the previous definition of the correlation matrices 
for both transmit and receive antennas, we can then simulate 
correlated channels using the model proposed in [8], i.e., 

1/ 2 1/ 2
rx c tx=H R H R .     (12) 

However, it should be noted that there is a more sophisticated 

ct as described in [12]. From (9) and (10), it 
is clear that angular information is embedded within the 
antenna correlation coefficient matrix, therefore to estimate 
the AOA, we first have to estimate the ACC. To estimate the 
ACC, we use the approach proposed in [10], i.e., for two 
particular antennas, x and y 
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where, lρ are the correlation coefficients between each of the 
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Based upon the assumption in (7 2), i.e., 2 2
xl yl lσ σ σ= = . 

ng (13) and (14) in our off-The estimation results obtained usi
line post-processing software can be validated by comparing 

elded by (9) an (10). 
 

al, published work concerning channel measurement 
and characterization, assumes that the frequency offset 
between the m  it is usual 

the estimated ACCs with the ones yi d 
Once we have estimated the correlation matrices, the AOA can
be estimated using TLS ESPRIT algorithm [6] [17] [18]. 
Unfortunately, space limitations preclude a detailed description 
of this technique. In the next section, we will describe the 
effect of frequency offset, and show via simulation how it 
influences the estimation accuracy of the CIRs, ACCs and 
AOAs. 

III. EFFECT OF FREQUENCY OFFSET 
In gener

trans itter and receiver is zero, since
to employ rubidium reference clocks. However, rubidium 
clocks are very expensive and so it is worthwhile considering 
if other less expensive oscillators may be used. The frequency 
offset (i.e., phase rotation observed at the receiver) is caused 
by differences in the oscillator reference frequencies at the 
transmitter and receiver. The frequency shift depends upon 
the frequency stability of the reference clocks usually 
specified in terms of part per million (ppm). If both 
transmitter and receiver have different clock accuracies, then 
the maximum frequency inaccuracy in terms of ppm is 

(max) (max) (max)ppm ppm rx ppm txf f f= + .  (15) 
So the maximum phase rotation over a received bust having N 
samples with a sample rate, rs owing to the frequency offset, 
is given by: 

( )max (max)2 c ppm
s

Nf f
r

θ π= × × × ,   (16) 

where, fc denotes the nominal carrier frequency. Consequently, 
the incremental phase rotation for each received sample is: 

maxθ
i N

θ = .      (17) 



For our case, the frequency stability, ppmf  following the 
frequency synchronization process at th s equivalent to e SU i
0.1 ppm. This is because during the training process the SU’s 
PLL is driven to match the frequency of the AP’s and when 
they are locked, the maximum frequency offset, fΔ  is around 
300Hz. Consequently the frequency stability is 

6300 0.1 10
3.5ppm

c

f Hzf
f GHz

−Δ= = = × (i.e., 0.1ppm).  (18) 

Referring to the sequence structu hav  of 
4448 samples for each MES se re s ing 

re in Fig.2, we e total
quence. As we a witch

between four SU antennas, we send a total of 4 MES 
sequences yielding 4448 4 17792× = data and guard samples 
at the receiver. Including TSEQ (512 samples) at the 
beginning for synchronization, we have a total of 18304 
samples at the receiver at a sample rate of 40Mbps. 
Consequently, the maximum phase rotation, max 1.0063radθ =  
after TSEQ and all the MESs are received. The simulation 
results will be presented in the next section. 

IV. SIMULATION RESULTS 
In this section, we present the effects of frequency offset on 
the estimation of tenna spacings  PDPs, ACCs and AOAs. An
of 0.5λΔ = have been used. 

A. Impact on Power Delay Profile (PDP) Estimation Results 
In  present the estimated PDPsFig.6, we  for four frequency 

resented 
ions each 

We present the results at a constant antenna spacing of 0.5λ 
since this ensures no ambiguity in the AOA estimation results 

tion 
res d in Fig.5, the MSE at fppm = 0.1ppm is 

ced the structure of our channel 
ounder, simulation model, and our approach for estimating 

the channel parameters such as PDPs, ACCs and AOAs. We 
then presented our res c mpact of frequency 

[14]. The AOAs are measured in degree. From the simula
ults presente

approximately 2.79. It can be observed that the MSE of the 
AOA increases as frequency stability worsens. This is to be 
expected since the estimation of AOA is heavily dependent on 
the phase of the received signal. Fig.5 provides a means for us 
to choose an appropriate crystal clock depending upon the 
accuracy required by the application. That is we can trade-off 
performance against cost. 
 

V. CONCLUSION 
In this paper, we introdu
s

ults oncerning the i
offset. We can see that the impact of the frequency offset on 
the accuracy of the estimation results is not large even when 
fppm = 0.1ppm. As a result, we conclude that the use of 
rubidium clocks is not necessary in our application. 
Consequently, the simulation results show that it is possible to 
construct a low cost MIMO channel sounder using 
inexpensive reference sources. In our investigation, we have 
not yet considered some factors which we will include in 
future simulations. First, we have only considered the impact 
in a high SNR regime and only consider the effect on the LOS 
component, where the angular spread is quite small. The 
angular spread for the NLOS components is relatively large 
and may impact the accuracy of AOA estimation. We are 
currently investigating how large is the angular spread that 
can be tolerated with a frequency stability of 0.1ppm. For 
another, the phase noise owing to the VCO will also be 
considered. A possible approach to reduce the effect of the 
phase noise is to use a Wiener filter, as proposed in [19]. 
Having validated our sounder and off-line processing 
techniques, we will then under take a programme of practical 
measurements. 
 

stability values, (i.e.,fppm = 0, 0.04, 0.08, 0.1).  Due to limited 
space and since other channels are similar, we only present 
the results for one channel. The theoretical RMS delay spread 
is 0.26373μsec while the estimated RMS delay spread is 
around 0.296 μsec for all the presented values of frequency 
offset. From these results, we can see that the frequency 
stability has almost no effect on the PDPs. The three paths can 
still be resolved since the residual convolution components 
are all below 5 dB. This is important, because if we cannot 
resolve the significant paths then it will be very difficult to 
estimate other parameters such as ACCs and AOAs.  

B. Impact of frequency offset on ACC Estimation 
In this section, mean square error (MSE) results are p

 
Fig.3 Impact on magnitude of ACC 

for 30 complete realizations (i.e., 30 transmiss
having 1 TSEQ and 16 MES sequences). Fig.3 and Fig.4 
present the mean squared error (MSE) of the estimated 
magnitude and phase for the ACCs of the LOS component. It 
can be seen that worsening frequency stability has an 
insignificant effect on the magnitude of the ACCs. From Fig.4, 
it is clear that the MSE of the ACC phase grows larger with 
worsening frequency stability. The results presented in Fig.3 
and Fig.4 show that the impact of frequency offset on the 
estimation of ACCs is relatively insignificant. Next, we are 
interested to see if this has an effect on the AOA estimation. 

C. Impact of frequency offset on Angle of Arrival (AOA) 
Estimation  



 
Fig.4 Impact on phase of ACC 

 

 
g.5 Mean Square Error of AOA with worsening frequency stabFi  ility

 
Fig.6 Impact on PDPs with varying frequency stability 
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